Modelling genetic reorganization in the mouse spinal cord affecting left–right coordination during locomotion
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Key points

• EphA4, Netrin-1 and DCC are axon guidance molecules involved in mid-line crossing of axons of commissural and other spinal interneurons. Absence of these molecules in mice lead to specific locomotor pattern transformations.

• We use a computational model of the bilateral spinal neural networks to simulate the genetically induced transformations in EphA4, Netrin-1 and DCC mutant mice.

• The model closely reproduces the changes in the locomotor patterns in these mutants, including transformations from the normal left–right alternating pattern to a synchronized hopping pattern in EphA4 and Netrin-1 mutants, uncoordinated left–right activity in the DCC mutant, and re-establishment of the alternating patterns in EphA4 and DCC mutant cords by augmentation of inhibitory interactions.

• The model suggests mechanistic explanations for the locomotor transformations and provides insights into the organization of the locomotor network in the spinal cord.

Abstract The spinal neural circuit contains inhibitory (CINi) and excitatory (CINe) commissural interneurons with axons crossing the mid-line. Direction of these axons to the other side of the cord is controlled by axon guidance molecules, such as Netrin-1 and DCC. The cord also contains glutamatergic interneurons, whose axon guidance involves the EphA4 receptor. In EphA4 knockout (KO) and Netrin-1 KO mice, the normal left–right alternating pattern is replaced with a synchronized hopping gait, and the cord of DCC KO mice exhibits uncoordinated left and right oscillations. To investigate the effects of these genetic transformations, we used a computational model of the spinal circuits containing left and right rhythm-generating neuron populations (RGs), each with a subpopulation of EphA4-positive neurons, and CINi and CINe populations mediating mutual inhibition and excitation between the left and right RGs. In the EphA4 KO circuits, half of the EphA4-positive axons crossed the mid-line and excited the contralateral RG neurons. In the Netrin-1 KO model, the number of contralateral CINi projections was significantly reduced, while in the DCC KO model, the numbers of both CINi and CINe connections were reduced. In our simulations, the EphA4 and Netrin-1 KO circuits switched from the left–right alternating pattern to a synchronized hopping pattern, and the DCC KO network exhibited uncoordinated left–right activity. The amplification of inhibitory interactions re-established an alternating pattern in the EphA4 and DCC KO circuits, but not in the Netrin-1 KO network. The model reproduces the genetic transformations and provides insights into the organization of the spinal locomotor network.
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Introduction

It is currently well established that the basic rhythmic neuronal activities controlling vertebrate locomotion are generated within the spinal cord by neural circuits called central pattern generators (CPGs; Graham-Brown, 1911; Shik et al. 1966; Jankowska et al. 1967a,b; Grillner & Zangger, 1979; Grillner, 1981, 2006; Lundberg, 1981; Orlovsky et al. 1999; Kiehn, 2006; Jankowska, 2008; McCrea & Rybak, 2008; Stuart & Hultborn, 2008; Harris-Warrick, 2010; Whelan, 2010). These rhythmic activities can be evoked in multiple ways, including electrical stimulation of several brainstem and spinal cord areas (Guertin et al. 1995; Rossignol, 1996; Lafreniere-Roula & McCrea, 2005) and pharmacological interventions applied in vivo (Jankowska et al. 1967a,b) or in vitro (Kudo & Yamada, 1987; Smith & Feldman, 1987; Cazaletz et al. 1992; Kiehn & Kjaerulff, 1996b; Cowley & Schmidt, 1995; Bonnot & Morin, 1998; Jiang et al. 1999; Whelan et al. 2003). The ‘fictive’ locomotor pattern evoked in these conditions is characterized by alternating flexor–extensor and left–right activities, similar to the patterns of electromyographic activities of muscles controlling limb movements during real walking (Kiehn & Kjaerulff, 1996b; Lafreniere-Roula & McCrea, 2005; Markin et al. 2012).

An important aspect of locomotor gaits such as walking, trotting, hopping or galloping is the coordination between the left and the right side of the body. This coordination is maintained by commissural interneurons (CINs) that project to the contralateral side of the cord and innervate interneurons and motoneurons located there (Bannatyne et al. 2003; Butt & Kiehn, 2003; Kiehn & Butt, 2003; Lanuza et al. 2004; Hammar et al. 2004; Jankowska et al. 2005; Kiehn, 2006; Quinlan & Kiehn, 2007; Jankowska, 2008; Talpalar et al. 2013).

Both excitatory and inhibitory CINs are present in the mammalian spinal cord (Bannatyne et al. 2003; Butt & Kiehn, 2003; Kiehn & Butt, 2003; Hammar et al. 2004; Jankowska et al. 2005; Kiehn, 2006; Quinlan & Kiehn, 2007; Restrepo et al. 2009; Talpalar et al. 2013). The inhibitory CINs mediate mutual inhibition and promote the alternating activity. Excitatory CINs may provide direct excitation of contralateral neurons, promoting synchronized activity such as that seen in hopping or galloping, or contribute to mutual inhibition and left–right alternation by acting via inhibitory interneurons located on each side of the cord (Butt & Kiehn, 2003; Quinlan & Kiehn, 2007; Talpalar et al. 2013).

Significant progress in understanding the functional and structural organization of spinal motor circuits has been made using combinations of genetic, molecular and developmental approaches. Several classes of spinal interneurons have been defined in the embryonic and early postnatal spinal cord based on the dynamic expression pattern of transcription factors (Jessell, 2000; Kiehn, 2006, 2011; Goulding, 2009; Whelan, 2010; Gosgnach, 2011). In the ventral cord, where the CPG is localized (Kiehn & Kjaerulff, 1996a), these interneurons include V0 and V3 types representing CINs (Pierani et al. 2001; Lanuza et al. 2004; Zhang et al. 2008; Talpalar et al. 2013). The V0 neurons are composed of both excitatory and inhibitory CINs (Lanuza et al. 2004; Talpalar et al. 2013), while V3 CINs are excitatory (Zhang et al. 2008). Significant progress in the understanding of interactions between the ipsi- and contralateral spinal circuits and the role of CINs in locomotion has been based on the development of transgenic mice with mutations in, or knockout (KO) of, specific genes that result in abnormal locomotor phenotypes (Kullander et al. 2003; Lanuza et al. 2004; Akay et al. 2006; Lundfald et al. 2007; Crane et al. 2008, 2009; Zhang et al. 2008; Rabe et al. 2009; Zagoraiou et al. 2009; Restrepo et al. 2011; Talpalar et al. 2013).

A representative example of how genetic manipulations can reconfigure interactions between the ipsi- and contralateral neurons involved in control of locomotion in mice is based on the targeted deletion of the EphA4 receptor that is involved in axon guidance. In normal mice, EphA4-positive neurons are repelled by ephrin-B3 expressed at the mid-line of the cord. In EphA4 KO mice, the regular left–right alternating walking pattern is replaced with a rabbit-like, left–right synchronized hopping gait (Dottori et al. 1998; Kullander et al. 2003; Akay et al. 2006). It has been suggested that in the EphA4 KO mice, the normal left–right alternating activity, which usually results from crossed net inhibition, is overridden by the abnormal crossed excitatory interactions (Butt et al. 2005; Kiehn, 2006). Studies in the isolated spinal cord from EphA4 KO mice have confirmed that switching to the synchronized hopping pattern is accompanied by, and supposedly results from, an abnormal mid-line crossing of axons of some excitatory neurons that normally stay ipsilaterally (Restrepo et al. 2011).

During spinal cord development, differentiating CINs send their axons across the mid-line to the contralateral side of the cord. This process is guided by other axon guidance molecules, such as Netrin-1, which bind to and activate the axonal receptor DCC (Kennedy et al. 1994; Kaprielian et al. 2001; Tessier-Lavigne, 2002; Rabe et al. 2009; Rabe Bernhardt et al. 2012; Vallstedt & Kullander, 2013). In Netrin-1 KO mice, the number of inhibitory...
CINs whose axons cross the mid-line is significantly reduced, resulting in synchronization of left and right cord activities during fictive locomotion (Rabe et al. 2009; Vallstedt & Kullander, 2013). In DCC KO mice, the number of mid-line-crossing axons becomes reduced for both inhibitory and excitatory CINs, which leads to a collapse of left–right coordination (Rabe Bernhardt et al. 2012; Vallstedt & Kullander, 2013).

The main objective of the present study was to construct and investigate a minimal computational model of the bilaterally connected spinal circuits that would allow us to simulate and test the possible genetically induced reorganizations of spinal circuits within a functional framework of locomotor gait control. The proposed model represented a reduced and modified version of the previously published model of bilateral spinal circuits (Zhong et al. 2012). Despite its relative simplicity, the model was able to replicate the major locomotor gait transformations, such as switching from the alternating walking gait to the bilaterally synchronized hopping pattern, resulting from the different genetic manipulations described in the literature. The model may serve as a basis for developing more comprehensive models of the mammalian locomotor circuits and provide important insights into their organization.

**Methods**

The model was constructed as a bilaterally symmetric network of interacting neural populations (Fig. 1A). The model contains two intrinsically rhythmic neural populations representing left (l-RG-F) and right (r-RG-F) rhythm-generating flexor centres. The rhythmic activity in these centres is provided by the persistent (slowly inactivating) sodium current \( \text{INa} \) in each neuron (known to be present in the rodent spinal neurons; see Zhong et al. 2007; Tazerart et al. 2008; Ziskind-Conhaim et al. 2008; Brocard et al. 2010, 2013) and the excitatory synaptic interactions within each population (for details see previous models by Rybak et al. 2006a,b; McCrea & Rybak, 2007; Zhong et al. 2012; Brocard et al. 2013; Jasinski et al. 2013). Similar to the model of Zhong et al. (2012), the excitability of RG-F neurons defined by the leak reversal potential was adjusted so that the frequency of population oscillations was within the range of oscillation frequencies observed in the isolated neonatal mouse spinal cord during NMDA/5-HT-evoked locomotor-like activity. While constructing the model, we assumed that half of the neurons in each RG-F centre are EphA4 positive, which means that the projection of their axons and their targets depend on the presence of the EphA4 receptors. Therefore, each RG-F population consists of two subpopulations containing EphA4-negative (RG-F_{EphA4}) and EphA4-positive (RG-F_{EphA4}) neurons, respectively (Fig. 1A). The neurons in these subpopulations have the same set of ionic channels and biophysical properties and randomly distributed excitatory synaptic connections within the RG-F centre (i.e. within and between the RG-F_{EphA4} subpopulations).

Also, the model contains populations of left (l) and right (r) inhibitory (l-CINi and r-CINi) and excitatory (l-CINE and r-CINe) commissural interneurons projecting to the opposite side of the cord (see Fig. 1A). In the proposed model, these CIN populations receive direct excitation from the ipsilateral RG-F population and project to the contralateral RG-F population, hence mediating mutual inhibition (via l-CINi and r-CINi) and mutual excitation (via l-CINE and r-CINE) between the left and right RG-F centres (Fig. 1A).

All neurons were simulated in the Hodgkin–Huxley style as single-compartment models. Each RG-F sub-population in the model contained 100 neurons; each CIN population had 50 neurons. Heterogeneity of neurons within each population was set by a random distribution of neuronal parameters and initial conditions to produce physiologically realistic variations of baseline membrane potential levels and spike frequencies. The formal description of neuron models and all parameters can be found in the Appendix with parameters for ionic channel kinetics specified in Table 1.

All simulations were performed using the custom neural simulation package NSM 4.0 (Neural SiMulation 4.0) developed at Drexel University by S. N. Markin, I. A. Rybak and N. A. Shevtsova. Differential equations were solved using the exponential Euler integration method with a step size of 0.1 ms. This simulation package was previously used for development of other spinal cord models (Rybak et al. 2006a,b; McCrea & Rybak, 2007; Zhong et al. 2012; Brocard et al. 2013; Jasinski et al. 2013).

This package allows the simulation of interacting populations of neurons with a priori assigned probability of connection between the individual neurons so that, if a population \( B \) is assigned to receive an excitatory (or inhibitory) input from a population \( A \) with a probability \( P(A, B) \), then each neuron of population \( B \) gets the excitatory (or inhibitory) synaptic input from each neuron of population \( A \) with the probability \( P(A, B) \), and a random generator is used to define the existence of each connection. The weights of these individual synaptic connections are also defined by the random generator using the values of average synaptic weights and variances assigned in advance. All parameters of connections in the model, including the assigned probabilities of connections in each case, are specified in Table 2 in the Appendix.

The probabilities of connections assigned prior to the simulations allowed us to perform multiple simulations in each case, which were run with the same assigned probabilities of connections. Circular diagrams were used to analyse the phase relationships between averaged...
activities of left and right RG-F populations, each representing an average activity in two corresponding subpopulations, RG-F_0 and RG-F_{EphA4}. The relative phase values were plotted on a unitary circle. These circular diagrams were used either for the representation of phase difference values averaged during each simulation (small filled squares) or for the representation of phase difference values during the first 25 step cycles within a particular simulation (indicated by small open circles). In the latter case, a vector and single filled square at the end of the vector represented the average phase in each simulation; the length of the vector was inversely proportional to the distribution of phase values around the mean (Kjaerulff & Kiehn, 1996; Berens, 2009).

Results
Modelling circuit operation in the intact (‘wild-type’) mouse

The model schematic for the ‘intact’ (‘wild-type mouse’) neural circuits is shown in Fig. 1A. The model includes two rhythm-generating neural populations, l-RG-F and r-RG-F, representing left and right flexor centres, respectively. The rhythmic activity in these centres is supported by the persistent sodium current in each neuron and excitatory synaptic interactions between neurons in each population. Each RG-F centre is split into two equal subpopulations, EphA4-negative (RG-F_0) and EphA4-positive (RG-F_{EphA4}). Neurons in these subpopulations have the same ionic channels, biophysical properties and probability of excitatory synaptic connections within RG-F centres ($P\{RG-F, RG-F\} = 0.1$).

The model also includes left (l) and right (r) populations of inhibitory (l-CINi and r-CINi) and excitatory commissural interneurons (l-CINe and r-CINe; Fig. 1A). Based on our suggestion, each inhibitory CIN population receives excitatory inputs from the ipsilateral rhythmic RG-F centre (both RG-F_0 and RG-F_{EphA4} subpopulations) and provides direct inhibition of the contralateral rhythmic RG-F centre (both subpopulations) and contralateral CINi population. In turn, each excitatory CIN population receives excitatory inputs from the ipsilateral rhythmic RG-F_0 population and provides direct excitation of the contralateral rhythmic RG-F centre (both subpopulations). Hence, the inhibitory CIN populations (l-CINi and r-CINi) mediate mutual inhibition between the left and right rhythmic centres and the excitatory CIN populations (l-CINe and r-CINe) mediate mutual excitation between these centres. As a result, the balance between these interactions defines the gait.

In the intact circuits (Fig. 1A), the EphA4-positive subpopulations (l-RG-F_{EphA4} and r-RG-F_{EphA4}) send

Figure 1. Model schematics
A, model of circuits in intact (wild-type) mouse. B, model of circuits in EphA4 KO mouse; half of the axons from each RG-F_{EphA4} population instead of projecting to the ipsilateral CINi cross the mid-line and activate the contralateral RG-F population. C, model of circuits in Netrin-1 KO mouse; most of the axons from the CINi populations do not cross the mid-line. D, model of circuits in DCC KO mouse; most of the axons from CINi and CINe populations do not cross the mid-line. See main text for details. Abbreviations: RG-F, left (l-) and right (r-) rhythm-generator flexor centre; RG-F_{EphA4} and RG-F_0, EphA4-positive and EphA4-negative RG-F subpopulations, respectively; left (l-) and right (r-) populations of excitatory (CINe) and inhibitory (CINi) neurons.
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Table 1. Steady-state activation and inactivation variables and time constants for voltage-dependent ionic channels

<table>
<thead>
<tr>
<th>Ionic channels</th>
<th>( m_\infty(V) ) (V in millivolts)</th>
<th>( h_\infty(V) ) (V in millivolts)</th>
<th>( \tau_m(V) ) (in milliseconds)</th>
<th>( \tau_h(V) ) (in milliseconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast sodium Na</td>
<td>( m_{\infty Na} = (1 + \exp[-(V + 35)/7.8])^{-1} )</td>
<td>( h_{\infty Na} = (1 + \exp[-(V + 55)/7])^{-1} )</td>
<td>( \tau_{mNa} = 0 )</td>
<td>( \tau_{hNa} = 30/{\exp[(V + 50)/15] + \exp[-(V + 50)/16]} )</td>
</tr>
<tr>
<td>Persistent sodium NaP</td>
<td>( m_{\infty NaP} = (1 + \exp[-(V + 47.1)/3.1])^{-1} )</td>
<td>( h_{\infty NaP} = (1 + \exp[(V + 59)/8.5])^{-1} )</td>
<td>( \tau_{mNaP} = 0 )</td>
<td>( \tau_{hNaP} = 1200/\cosh[(V + 59)/17] )</td>
</tr>
<tr>
<td>Potassium rectifier K</td>
<td>( m_{\infty K} = (1 + \exp[-(V + 28.4)/4])^{-1} )</td>
<td></td>
<td>( \tau_{mK} = 3.5/\cosh[(V + 40)/40] )</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Average weight of synaptic connections (\( w_{ij} \)) to one neuron of target population and probability of connection (P = \( P(A, B) \))

<table>
<thead>
<tr>
<th>Source population</th>
<th>Intact (‘wild-type’)</th>
<th>EphA4 KO</th>
<th>Netrin-1 KO</th>
<th>DCC KO</th>
</tr>
</thead>
<tbody>
<tr>
<td>i-RG-F0</td>
<td>i-RG-F0 (0.003, P = 0.1)</td>
<td>i-RG-F0 (0.003, P = 0.1)</td>
<td>i-RG-F0 (0.003, P = 0.1)</td>
<td>i-RG-F0 (0.003, P = 0.1)</td>
</tr>
<tr>
<td>i-RG-Fepha4</td>
<td>i-RG-Fepha4 (0.003, P = 0.1)</td>
<td>i-RG-Fepha4 (0.003, P = 0.1)</td>
<td>i-RG-Fepha4 (0.003, P = 0.1)</td>
<td>i-RG-Fepha4 (0.003, P = 0.1)</td>
</tr>
<tr>
<td>i-CINi</td>
<td>i-CINi (0.015, P = 0.2)</td>
<td>i-CINi (0.015, P = 0.2)</td>
<td>i-CINi (0.015, P = 0.2)</td>
<td>i-CINi (0.015, P = 0.2)</td>
</tr>
<tr>
<td>i-CINe</td>
<td>i-CINe (0.004, P = 0.2)</td>
<td>i-CINe (0.004, P = 0.2)</td>
<td>i-CINe (0.004, P = 0.2)</td>
<td>i-CINe (0.004, P = 0.2)</td>
</tr>
<tr>
<td>i-RG-F0</td>
<td>i-RG-F0 (0.003, P = 0.1)</td>
<td>i-RG-F0 (0.003, P = 0.1)</td>
<td>i-RG-F0 (0.003, P = 0.1)</td>
<td>i-RG-F0 (0.003, P = 0.1)</td>
</tr>
<tr>
<td>i-RG-Fepha4</td>
<td>i-RG-Fepha4 (0.003, P = 0.1)</td>
<td>i-RG-Fepha4 (0.003, P = 0.1)</td>
<td>i-RG-Fepha4 (0.003, P = 0.1)</td>
<td>i-RG-Fepha4 (0.003, P = 0.1)</td>
</tr>
<tr>
<td>i-CINi</td>
<td>i-CINi (0.003, P = 0.2)</td>
<td>i-CINi (0.003, P = 0.1)</td>
<td>i-CINi (0.003, P = 0.2)</td>
<td>i-CINi (0.003, P = 0.2)</td>
</tr>
<tr>
<td>i-CINe</td>
<td>i-CINe (0.03, P = 0.1)</td>
<td>c-RG-F (0.0012*, P = 0.1)</td>
<td>c-RG-F (0.0012*, P = 0.1)</td>
<td>c-RG-F (0.0012*, P = 0.1)</td>
</tr>
<tr>
<td>i-CINi</td>
<td>c-RG-F (0.007, P = 0.2)</td>
<td>c-RG-F (0.007, P = 0.2)</td>
<td>c-RG-F (0.007, P = 0.2)</td>
<td>c-RG-F (0.007, P = 0.2)</td>
</tr>
<tr>
<td>i-CINe</td>
<td>c-RG-F (0.007, P = 0.2)</td>
<td>c-RG-F (0.007, P = 0.2)</td>
<td>c-RG-F (0.007, P = 0.2)</td>
<td>c-RG-F (0.007, P = 0.2)</td>
</tr>
</tbody>
</table>

Prefixes i and c indicate ipsi- and contralateral populations; *indicate change in average synaptic weights (\( w_{ij} \)) or probability of connections (P) in the KO mouse models relative to the intact model.

their axons to the ipsilateral population of inhibitory commissural interneurons (l-CINi and r-CINi, respectively; Fig. 1A), making synaptic connections with a probability \( P\{RG-F_{EphA4}, CINi\} = 0.2 \). The default probabilities of connections from neurons of each ipsilateral CIN population (l-CINi, l-CINE and r-CINi, r-CINE) to the neurons of both contralateral RG-F subpopulations (r-RG-F0, r-RG-Fepha4 and l-RG-F0, r-RG-Fepha4) are equal to \( P\{CINi, RG-F\} = P\{CINE, RG-F\} = 0.2 \). However, the weights of mutual inhibitory interactions in the intact circuits have been set stronger than the weights of excitatory interactions (see Table 2). Therefore, the mutual inhibition between the RG-F centres mediated by the inhibitory CIN populations (CINi) is substantially stronger than the mutual excitation between them mediated by the excitatory CIN populations (CINE). This dominance of inhibitory interactions over excitatory ones determines the ‘default’ alternating out-of-phase activity between the left RG-F (l-RG-F0 and l-RG-F_{EphA4}) and CIN populations (l-CINi and l-CINE) and the right RG-F (r-RG-F0 and r-RG-F_{EphA4}) and CIN populations (r-CINi and r-CINE). This alternating pattern is shown in Figs 2A and 3A. Figure 2A shows both the integrated histograms of activity of each population and the corresponding raster plots of neuronal spiking within each population. Figure 3B shows a simulation of network activity with full suppression of inhibitory interaction obtained by setting all weights of inhibitory connections to zero. Suppression of inhibition in the model led to the synchronization of activity in all left and right neural populations.

Simulation of spinal circuit reorganization in the EphA4 KO mouse

To simulate the genetically reorganized network of the EphA4 KO mouse, we suggest that with the loss of EphA4 receptor, about half of the axons of RG-F_{EphA4} neurons on each side do not project to the ipsilateral CINi population. Therefore, the probability of these connections \( P\{RG-F_{EphA4}, CINi\} \) was reduced from 0.2 to 0.1. Moreover, the axons now cross the mid-line, making excitatory synaptic contacts with neurons of the contralateral RG-F populations (r-RG-F0 and r-RG-F_{EphA4} subpopulations or l-RG-F0 and l-RG-F_{EphA4} subpopulations, respectively) with the probability \( P\{RG-F_{EphA4}, RG-F\} = 0.1 \) (see
Figure 2. Activity of neural populations in the models for intact (A) and EphA4 knockout (KO) mice (B)

Activity of each population is shown in two forms, i.e. as an average population histogram (spikes per second per number of neurons; bin is 50 ms; top trace), and as a raster plot (the number of a neuron is shown on the vertical axis, each horizontal line represents a single neuron and each dot in the raster represents a spike). Dashed rectangles indicate switching from left–right alternation in A to hopping-like synchronized activity in B.
Figure 3. Activity of neural populations in the models for intact and EphA4 KO mice and effects of manipulating the inhibitory interactions

A, activity of all neural populations in the intact network, showing left–right alternation. B, switching to synchronized activity after a simulated blockade of inhibition (all inhibitory synaptic weights set to zero). C, synchronized activity of all neural populations in the EphA4 KO network. D, re-establishment of the left–right alternating pattern in the EphA4 KO network by the enhancement of inhibition (all inhibitory synaptic weights were multiplied by 2.5). Dashed rectangles indicate left–right alternation or synchrony.
Fig. 1B). This reorganization changed the balance in the mutual inhibitory and excitatory interactions between the left and right RG-F centres, so that the mutual excitatory interaction became dominant, overcoming the mutually inhibitory interactions. As a result, the activities of these rhythm-generating centres and the activities of other left and right neural populations (CINi and CINe) became synchronized (see Figs 2b and 3c).

Figure 4ab, bb and cb shows examples of activity of r-RG-F and l-RG-F centres (averaged over both subpopulations in each centre) together with circular diagrams representing several simulations in the intact (Fig. 4Ab; see schematic in Fig. 1a) and EphA4 KO circuits (Fig. 4Bb and Cb; see schematic in Fig. 1B). These simulations are qualitatively consistent with the corresponding examples of recordings from right and left l2 ventral roots and circular diagrams from the experimental studies in the intact and EphA4 KO mice shown in Fig. 4Aa Ba and Ca (Kullander et al. 2003). Hence, the simulations suggest that the switch to a hopping gate in the EphA4 KO mouse may result from the aberrant redirection of axons of some rhythmically active excitatory neurons belonging to, or receiving input from, the ipsilateral RG.

Strengthening inhibition in EphA4 mutant cords by the administration of sarcosine (a glycine uptake blocker) or nipecotic acid (a GABA uptake blocker) results in reversal of synchronous locomotor activity to normal alternation (Fig. 4Ca and Da; adapted from Kullander et al. 2003). The model reproduced similar reversal of synchronous locomotor activity when the weights of all inhibitory synapses were increased 2.5-fold (see Figs 3D and 4Cb and Db).

We have also studied regimens of partial reversal using progressive amplification of inhibition. Figure 5 presents the results of single simulations in the intact (Fig. 5Aa–c) and the EphA4 KO circuits before (Fig. 5Ba–c) and after different increases of inhibition (Fig. 5Ca–c, Da–c and Ea–c). The corresponding Cartesian (Fig. 5Ab, Bb, Cb, Db and Eb) and circular diagrams (Fig. 5Ac, Bc, Cc, Dc and Ec) demonstrate that phase differences between left and right RG-F oscillations concentrate around 0.5 in the intact circuits (Fig. 5Ab and Ac) and around 0 or 1 in the EphA4 KO circuits (Fig. 5Bb and Bc). Figure 5 shows the sequential transition from the left–right synchronization (Fig. 5Ba–c) to the left–right alternation (Fig. 5Ea–c) via several intermediate stages obtained with 1.75–, 2.2– and 2.5-fold increase of inhibitory weights, respectively. Figure 5Ca–c and Da–c illustrates a non-stationary switching between alternation and synchronization regimens, which could be produced by variations of other parameters defining neuronal excitability and interactions and may reflect experimentally observed spontaneous returns to an alternation regimen in EphA4 KO mice.

Simulation of circuit reorganization in the Netrin-1 KO mouse

The axon guidance molecule Netrin-1 is involved in the attraction of commissural axons to the mid-line. Although the genetic knockout of this molecule affects both inhibitory and excitatory CINs, the effect on inhibitory CINs is much stronger. In the Netrin-1 KO mice, the majority of axons of inhibitory CIN do not cross the mid-line, whereas the most ventral population of excitatory CINs (V3 type) remains unaffected (Rabe et al. 2009; Vallstedt & Kullander, 2013). To simulate the modified network of the Netrin-1 KO mouse (Fig. 1C), the probabilities of connections from l-CINi and r-CINi populations to the contralateral RG-F (r-RG-F), r-RG-F and l-RG-F, l-RG-F, respectively, P(CINi, RG-F), and CINi populations, P(CINi, CINi), were reduced from 0.2 to 0.04 (Fig. 1C).

Figure 6Ab and Bb shows an example of average activity of r-RG-F and l-RG-F centres and circular diagrams representing several simulations generated by the model of intact mouse circuits (Fig. 1A) and Netrin-1 KO circuits (Fig. 1C). Similar to the experimental data shown in Fig. 6Aa and Ba (Rabe et al. 2009), the simulations produced switching from phase-alternating to synchronized bursting in the average activities of left and right RG-F centres (Fig. 6Ab and Bb). Interestingly, in contrast to the EphA4 KO circuits (Figs 3D, 4Da–c and 5Ea–c), even a 4-fold increase in the weights of all inhibitory synapses in the model for Netrin-1 KO circuits could not re-establish an alternating pattern similar to what was seen experimentally when sarcosine/nipecotic acid was applied to the cord (Rabe et al. 2009).

These simulations confirm that the switch to a hopping gate in the Netrin-1 KO mice may occur because the majority of axons of inhibitory CINs that receive input from the ipsilateral RG stop projecting contralaterally to inhibit the contralateral RG neurons involved in rhythm generation.

Simulation of spinal circuit reorganization in the DCC KO mouse

Mice that carry a null mutation of DCC are characterized by the significant loss of both excitatory and inhibitory commissural projections to the opposite side of the cord (Rabe Bernhardt et al. 2012; Vallstedt & Kullander, 2013). The loss of the majority of CIN axons crossing the mid-line leads to uncoupling of left and right coordination (see Fig. 7Aa, Ba, Ca and Da). This experimental condition was modelled by reducing the probability of connection from both inhibitory (l-CINi and r-CINi) and excitatory CINs (l-CINe and r-CINe) to the contralateral RG-F populations, (P{CINi, RG-F} and P{CINe, RG-F}), from
Figure 4. Locomotor pattern transformation in EphA4 KO mice: data and simulations

Aa, locomotor-like activity in the isolated spinal cord of a wild-type mouse evoked by the application of NMDA and 5-HT. Only records from the right (r-L2) and left ventral roots (l-L2) are shown. Circular phase diagram to the right shows average phase differences between r-L2 and l-L2 activities in 5 preparations (filled squares). Phase differences around 0.5 indicate left–right alternation (adapted from Kullander et al. 2003, Fig. 1D and J, with permission). Ab, integrated activities of r-RG-F and l-RG-F populations (each trace represents the average of activity in the two corresponding subpopulations) produced by the model of the intact mouse circuits (Fig. 1A). Circular phase diagram to the right shows average phase differences between activities of r-RG-F and l-RG-F populations in 5 simulations (filled squares), each run with a re-initialization of model parameters using a random generator. Similar to Aa, all simulations demonstrate left–right alternation. Ba, an example of r-L2 and l-L2 recordings from the isolated spinal cord of an EphA4 KO mouse and circular phase diagrams. Phase values around 0 indicate left–right synchrony between r-L2 and l-L2 activities (homozygote KO mice; adapted from Kullander et al. 2003, Fig. 1E and K, with permission). Bb, integrated activities of r-RG-F and l-RG-F populations produced by the model of EphA4 KO mouse circuits (Fig. 1B). Circular phase diagram to the right shows average phase differences between activities of r-RG-F and l-RG-F populations in 14 simulations (all around zero). Similar to Ba, all simulations demonstrate patterns with left–right synchrony. Ca and Da, recordings and circular diagrams from isolated spinal cord preparations of EphA4 KO mice before (Ca) and after application of sarcosine (Da), which augments inhibitory interactions. The administration of sarcosine leads to re-establishment of the left–right alternation in EphA4 KO mouse spinal cord (adapted from Kullander et al. 2003, Fig. 3A, B, E and F, with permission). Cb and Db, simulated activities of r-RG-F and l-RG-F populations produced by the EphA4 KO mouse circuit (Fig. 1B) with default parameters (Cb) and after a 2.5-fold increase of all inhibitory synaptic weights in the network (Db). The applied augmentation of inhibition re-established the left–right alternating pattern in the EphA4 KO circuit. Dashed rectangles indicate left–right alternation or synchrony.
Figure 5. Simulation of locomotor activity in EphA4 KO mice

Aa, integrated activities of r-RG-F and l-RG-F populations (each trace represents the average of activity in the two corresponding subpopulations) produced by the model of intact mouse circuits (Fig. 1A). Ab, Cartesian representation of the phase differences between the activities of r-RG-F and l-RG-F populations in a single simulation (concentrated around 0.5, indicating alternating activities). Ac, circular phase diagram built for the first 25 steps cycles of activity (indicated by small open circles and the vector, see Methods). Ba–c, the same representations produced by the EphA4 KO circuits (Fig. 1B). The dashed rectangle in Ba and phase difference values around zero (in Bb and Bc) indicate left–right synchrony typical for EphA4 KO circuits. Ca–c, Da–c and Ea–c, re-establishing the left–right alternation in the EphA4 KO circuits by an increase in the weights of all inhibitory synapses in the network. These weights were multiplied by 1.75 in Ca–c (resulting in a mostly synchronized pattern with spontaneous switching to alternation), by 2.2 in Da–c (producing a mostly alternating pattern with spontaneous switching to synchronous activity) and by 2.5 in Ea–c (resulting in a full re-establishment of the alternating activity pattern). See dashed rectangles in Ca, Da and Ea, and areas highlighted by grey in Cb, Db and Eb and Cc, Dc and Ec.
0.2 to 0.04 and 0.06, respectively (Fig. 1D). Figure 7Bb, Cb and Db shows the results of our simulation of DCC KO circuits. Similar to the experimental data (Fig. 7Ca and Da), the model exhibited a variable frequency of oscillations on both sides and a lack of left–right coordination (Fig. 7Cb). Our simulation of the augmentation of inhibitory interactions by sarcosine showed that a 2.5-fold increase of all inhibitory weights in DCC KO circuits led to the re-establishment of alternating activity between left and right RG-F centres (Fig. 8Ab and Bb), which is consistent with the experimentally demonstrated effect of sarcosine on the locomotor rhythm in DCC KO mice (Fig. 8Au and Bu). Thus, our simulation supports the suggestion that the loss of DCC strongly reduces mid-line crossing by axons of CINs involved in both mutual inhibition and excitation between left and right rhythm-generating circuits.

Discussion

Replication of locomotor pattern changes in genetically transformed spinal circuits with a simplified computational model

Recent advances suggest that both excitatory and inhibitory commissural neurons may be involved in left–right coordination (Butt & Kiehn, 2003; Jankowska et al. 2005; Kiehn, 2006; Quinlan & Kiehn, 2007; Jankowska, 2008; Talpalar et al. 2013). However, the exact inputs to these neurons on the ipsilateral side and their targets on the contralateral side remain mostly unknown. In this computational study, we used a relatively simple computational model to reproduce the experimentally demonstrated transformations of the locomotor-like activity observed in the isolated spinal cord of genetically transformed mice. The major point...
Figure 7. Locomotor pattern transformation in DCC KO mice: data and simulations

Aa, locomotor-like activity in the isolated spinal cord of a wild-type mouse evoked by the application of NMDA, 5-HT and dopamine. Only records from the left (l-L2) and right ventral roots (r-L2) are shown. Circular phase diagram to the right shows average phase differences between l-L2 and r-L2 activities. Ba, Cartesian representation of the phase differences between l-L2 and r-L2 during 600 s of recording (Aa and Ba are adapted from Rabe Bernhardt et al. 2012, Fig. 1A, B and I, with permission). Ab, integrated activities of I-RG-F and r-RG-F populations produced by the model of intact mouse circuits (Fig. 1A). Circular phase diagram to the right shows average phase differences between activities of r-RG-F and I-RG-F populations in 6 simulations. Similar to Aa, all simulations demonstrate left–right alternation. Bb, Cartesian representation of the phase differences between the activities of r-RG-F and I-RG-F populations during 600 s in a single simulation. Ca and Da, an example of l-L2 and r-L2 recording from the isolated spinal cord of a DCC KO mouse and the corresponding circular and Cartesian phase diagrams showing uncoordinated left and right activities (adapted from Rabe Bernhardt et al. 2012, Fig. 1E, F and L, with permission).Cb and Db, integrated activities of I-RG-F and r-RG-F populations produced by the DCC KO circuit (Fig. 1D). Circular phase diagram to the right (n = 10 simulations) and Cartesian phase diagram (for 600 s of one simulation) show uncoordinated left and right activities similar to Ca and Da. Dashed rectangles indicate left–right alternation or uncoordinated activities.
for model validation was the transformation of a normal walking pattern characterized by alternating left and right activities to a left–right synchronized hopping-like pattern. Our basic suggestion was that the normal alternating pattern of walking may result from the ‘default’ domination of inhibitory interactions between the left and right rhythm-generating circuits mediated by one group of CINs that overcome excitatory interactions between these circuits mediated by other groups of CINs. The specific suggestion of the present model is that the EphA4-positive neurons represent part of the RG circuits and are involved in the activation of the inhibitory CINs. The synchronized hopping-like pattern should then result from the domination of the mutual excitatory interactions between the left and right RG circuits.

The conversion of the left–right alternating walking pattern to a synchronized hopping activity in EphA4 KO mice was based on the idea that, with a lack of EphA4 molecules, axons from EphA4-positive neurons in the RG circuits, instead of contributing to mutual inhibition between left and right RGs via the ipsilateral CINi, project directly to the contralateral RG, hence shifting left–right interactions between the RGs from the domination of mutual inhibition to the domination of mutual excitation (also see Kullander et al. 2003; Butt et al. 2005; Restrepo et al. 2011).

We show that switching from the default alternating activity to a synchronized hopping pattern in Netrin-1 KO mice (Rabe et al. 2009) may result from a reduction in the number the axons of mostly inhibitory CINs projecting to the contralateral side, while keeping excitatory interactions unchanged.

The model of DCC KO circuits emulated a strong reduction in the number of mid-line-crossing axons from both inhibitory and excitatory CINs affecting the contralateral RG circuits that led to the misbalance of mutual interactions between the RGs and a collapse of left–right coordination, consistent with the experimental studies (Rabe Bernhardt et al. 2012).

**Figure 8.** Partial re-establishment of left–right alternating pattern in DCC KO mice by enhancement of inhibition

Aa and Ba, shift toward left–right alternation of activity in DCC KO mouse preparations after application of sarcosine (adapted from Rabe Bernhardt et al. 2012, Fig. 3L and M, with permission). Ab and Bb, simulated activities of l-RG-F and r-RG-F populations produced by the model before (Ab) and after 2.5-fold increase of all weights of inhibitory synaptic connections in the network (Bb). Similar to Aa and Ba, the applied augmentation of inhibition shows a tendency to re-establishment of left–right alternation in the DCC KO network. Dashed rectangles indicate uncoordinated or left–right alternating activities.
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By changing the 'default' probabilities of connections, the model could reproduce and suggest explanation for multiple experimental results obtained in three genetic knockout studies.

**Re-establishment of the alternating activity pattern in KO mice by augmentation of inhibition**

Our simulations confirmed the possibility of re-establishing the alternating activity pattern by sarcosine/nicpeotic acid (Kullander et al. 2003; Rabe Bernhardt et al. 2012) in EphA4 KO and DCC KO circuits by augmentation of inhibition in the model. In both cases, an increase in the weights of inhibitory interactions could compensate for a reduction of mutual inhibitory pathways between the left and right RGs relative to the mutual excitatory pathways and return the balance back to a dominance of mutual inhibition. A switch from synchrony to alternation was not seen in the Netrin-1 KO circuit, in which the inhibitory interactions were strongly reduced in combination with the almost unchanged excitatory interactions. This result accords with the experimental data where application of sarcosine did not re-established the alternating pattern in the Netrin-1 KO mouse spinal cord (see Rabe et al. 2009).

The model also reproduced partial recovery of the alternating pattern by the progressively increasing inhibition and exhibited a series of intermediate regimens in which a generally synchronized pattern exhibited spontaneous switching to alternations and vice versa. Such switching between the locomotor activity patterns could be obtained by manipulations of many model parameters, especially when mutual inhibition and excitation between the RGs were close to each other. The EphA4 KO mice are sometimes able to move the hindlimbs in alternation, e.g. during a change in movement direction at very slow speeds of locomotion (O. Kiehn, unpublished observations). Moreover, the synchronous pattern in EphA4 KO mice can be shifted to alternating activity during recovery from isoflurane anaesthesia (Akay et al. 2006). Together with the finding that sarcosine can switch the synchronous pattern into alternation, these findings indicate that the inhibitory connections responsible for the normal left–right alternation still exist in EphA4-null mice.

**The role of molecularly identified spinal neurons in locomotor pattern transformations**

Genetic removal of excitatory ipsilaterally projecting V2a interneurons led to disruption of left–right coordination (Crone et al. 2008, 2009). Anatomical studies revealed a direct excitatory input of V2a-derived interneurons onto commissural interneurons, including a subset of molecularly defined V0-derived commissural interneurons (Crone et al. 2008). V2a interneurons express EphA4 (Lundfald et al. 2007). However, although many V2a interneurons express EphA4, no evidence has been found so far to support aberrant mid-line crossing by axons of these neurons in the EphA4 KO mice (Lundfald et al. 2007). In addition, the V2a neurons may not be involved implicitly in rhythm generation (Crone et al. 2008). Moreover, the V2a population is not homogeneous and may include neurons receiving direct inputs from the RG circuit and neurons not directly driven by the RG circuits (Zhong et al. 2012).

The function of inhibitory CINs (CINi) in our model could generally be performed by inhibitory interneurons derived from the molecularly identified V0 population (Pierani et al. 2001; Lanuza et al. 2004). Although other types of genetically identified interneurons (e.g. dl6) were suggested to be involved in left–right alternation (Rabe et al. 2009; Vallstedt & Kullander, 2013), recent studies have shown that that in the absence of V0 neurons, the normal alternating gait is not maintained by other commissural pathways (Talpalar et al. 2013). The V0 population is composed of inhibitory dorsal V0$_D$ (about two-thirds of all V0 neurons) and excitatory ventral V0$_V$ subpopulations (about one-third of all V0 neurons; Talpalar et al. 2013). The excitatory V0$_V$ CINs contribute to mutual inhibition between left and right RG populations, acting via inhibitory interneurons on each cord side, hence providing additional mutual inhibitory pathways (Quinlan & Kiehn, 2007; Kiehn, 2011). Thus, genetic ablation of the entire V0 population leads to hopping activity at all locomotor frequencies (reproduced by our model), whereas the selective ablation of inhibitory V0$_D$ neurons leads to lack of a left–right synchronized pattern at low locomotor frequencies, with mixed coordination at medium locomotor frequencies and alternation at high locomotor frequencies. In turn, when ablation is targeted to excitatory V0$_V$ neurons, left–right alternation is present at low frequencies and hopping is now restricted to medium and high locomotor frequencies (Talpalar et al. 2013). The present model has not considered these frequency-dependent changes and focused entirely on the direct inhibitory CIN pathways, such as those mediated by the inhibitory V0$_D$ type of CINs operating during slow locomotion. The contribution of V0$_V$-mediated alternation recruited at higher locomotor frequencies has not been included in the model.

The excitatory commissural neurons (CINe) in this model may represent a subset of the excitatory V3-derived interneurons. It has been shown that V3-derived neurons are involved in the establishment of a robust, coherent and balanced motor rhythm during walking (Zhang et al. 2008). The excitatory CINs may also be involved in more complex interactions between the left and right RGs. For example, they may mediate excitatory inputs from the ipsilateral extensor centre to the contralateral flexor centres that in turn inhibit the ipsilateral flexor
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centres (Zhong et al. 2012). In our simplified model, removing V3-related CINe neurons did not disturb the alternating locomotor pattern generated by the intact network. Therefore, even if we focus only on the potential involvement of V3 neurons in interactions between left and right RGs, it is possible that these neurons play multiple roles in the CPG networks, which have not been fully considered in this simplified model.

Model limitations

Several important issues concerning the CPG organization per se and the left–right interactions involved in the locomotor pattern coordination have not been considered in the present study. First, we have not simulated the dual inhibitory pathways and have not investigated the possible gait transformations dependent on the locomotor speed (Crone et al. 2009; Talpalar et al. 2013). The two critical simplifications of the present model are the lack of left and right extensor centres and circuits mediating flexor–extensor interactions on each side of the cord. Therefore, an important direction for future computational studies is the consideration of a more complete model that includes these elements in both rhythm generation (RG) and pattern formation (PF) networks (see Rybak et al. 2006a,b; McCrea & Rybak, 2007, 2008; Zhong et al. 2012).

Model validation and predictions

Despite relative simplicity, the model closely reproduces most of the changes in the locomotor pattern generated in several mouse mutants exhibiting transformation from the normal left–right alternating pattern to a synchronized hopping pattern. In addition, the model generates predictions about the structure of spinal locomotor network that are prone to experimental testing and validation. Specifically, removal of the commissural CINi populations in the model, which supposedly represent the V0-derived commissural neurons in the spinal cord, should convert the generated locomotor pattern from left–right alternating to synchronized hopping (similar to that seen in Netrin-1 KO mice). This modelling prediction has recently been confirmed by Talpalar et al. (2013), which provided additional validation to our model.

The CINi populations in our model (representing V0 populations in the spinal cord) receive synaptic excitation from the EphA4-positive neurons. Therefore, another prediction from the model is that genetic removal of EphA4-positive neurons should reduce the synaptic drive to V0 neurons. Moreover, since EphA4-positive V2a neurons (Lundfald et al. 2007; Crone et al. 2009) and the excitatory V0v CINs (Talpalar et al. 2013) are both involved in providing left–right alternation at high locomotor frequencies, we predict that the EphA4-positive neurons activate mostly the V0v subpopulation of V0 CINs and that a genetic removal of these EphA4-positive neurons should greatly reduce the activity specifically of V0v neurons and may potentially lead to synchronized hopping activity at high locomotor frequencies.

In conclusion, we believe that this study will provide important insights into the organization of the central pattern generator in the spinal cord and that the present model will serve as a basis for the development of more comprehensive models of mammalian spinal circuits.

Appendix

Model description

All neurons were modelled in the Hodgkin–Huxley style. The neuronal membrane potential (V) is described by the following differential equation:

\[
\frac{dV}{dt} = -I_{Na} - I_{NaP} - I_K - I_L - I_{SynE} - I_{SynI} \tag{A1}
\]

where C is the membrane capacitance and t is time.

The following ionic currents (with the corresponding channel conductances) have been considered: fast sodium (I_{Na}, with maximal conductance \(\bar{g}_{Na}\)); persistent (slowly inactivating) sodium current (I_{NaP}, with maximal conductance \(\bar{g}_{NaP}\)); delayed-rectifier potassium (I_{K}, with maximal conductance \(\bar{g}_{K}\)); and leakage (I_{L}, with constant conductance g_{L}). The currents are described as follows:

\[
\begin{align*}
I_{Na} &= \bar{g}_{Na} \times m_{Na}^{3} \times h_{Na} \times (V - E_{Na}) \\
I_{NaP} &= \bar{g}_{NaP} \times m_{NaP}^{4} \times h_{NaP} \times (V - E_{Na}) \\
I_{K} &= \bar{g}_{K} \times m_{K}^{4} \times (V - E_{K}) \\
I_{L} &= g_{L} \times (V - E_{L})
\end{align*} \tag{A2}
\]

where E_{Na}, E_{K} and E_{L} are the reversal potentials for sodium, potassium and leakage currents, respectively; variables m and h with indexes indicating ionic currents represent, respectively, the activation and inactivation variables of the corresponding ionic channels. Bursting properties of RG-F0 and RG-F_{EphA4} interneurons were provided by I_{NaP}. This current was not included in CIN interneurons.

Activation m and inactivation h of voltage-dependent ionic channels (e.g. Na, NaP and K) in eqn (A1) are described by the following differential equations:

\[
\begin{align*}
\tau_{mi}(V) \frac{dm_{i}}{dt} &= m_{\infty,i}(V) - m_{i} \\
\tau_{hi}(V) \frac{dh_{i}}{dt} &= h_{\infty,i}(V) - h_{i}
\end{align*} \tag{A3}
\]

where i identifies the name of the channel, \(m_{\infty,i}(V)\) and \(h_{\infty,i}(V)\) define the voltage-dependent steady-state
activation and inactivation, respectively, and $\tau_{mi}(V)$ and $\tau_{nj}(V)$ define the corresponding time constants. Activation of the sodium channels is considered to be instantaneous ($\tau_{mNa} = \tau_{mNaP} = 0$). The parameters and expression for all channel kinetics are summarized in Table 1.

The synaptic excitatory ($I_{SynE}$, with conductance $g_{SynE}$ and reversal potential $E_{SynE}$) and inhibitory currents ($I_{SynI}$, with conductance $g_{SynI}$ and reversal potential $E_{SynI}$) are described as follows:

\[
I_{SynE} = g_{SynE} \times (V - E_{SynE}) \quad (A4)
\]

\[
I_{SynI} = g_{SynI} \times (V - E_{SynI})
\]

The excitatory ($g_{SynE}$) and inhibitory synaptic conductances ($g_{SynI}$) are equal to zero at rest and may be activated (opened) by the excitatory or inhibitory inputs, respectively:

\[
g_{SynE}(t) = \bar{g}_E \times \sum_j S[w_{ji}] \times \sum_{t_k < t} \exp(-t - t_k)/\tau_{SynE}
\]

\[
g_{SynI}(t) = \bar{g}_I \times \sum_j S[-w_{ji}] \times \sum_{t_k < t} \exp(-t - t_k)/\tau_{SynI}
\]

where the function $S(x) = x$ if $x \geq 0$ and $S(x) = 0$ if $x < 0$. Each spike arriving at neuron $i$ from neuron $j$ at time $t_k$ increases the excitatory synaptic conductance by $\bar{g}_E \times w_{ji}$ if the synaptic weight $w_{ji} > 0$, or increases the inhibitory synaptic conductance by $\bar{g}_I \times w_{ji}$ if the synaptic weight $w_{ji} < 0$. The parameters $\bar{g}_E$ and $\bar{g}_I$ define an increase in the excitatory or inhibitory synaptic conductance, respectively, produced by one arriving spike at $|w_{ji}| = 1$. The parameters $\tau_{SynE}$ and $\tau_{SynI}$ are the decay time constants for the excitatory and inhibitory conductances, respectively. Values of synaptic weights ($w_{ji}$) were set using a random generator and were based on average values of these weights ($\bar{w}_{ji}$; see Table 2) and variance, which were defined as 5% of $\bar{w}_{ji}$ for excitatory connections ($\bar{w}_{ji} > 0$) and 10% of $\bar{w}_{ji}$ for inhibitory connections ($\bar{w}_{ji} < 0$).

The neuronal heterogeneity of neurons within each population was set by a random distribution of $E_i$ (see mean values ± SD in next section) and initial conditions for values of membrane potential and channel conductances. In all simulations, initial conditions were chosen randomly from a uniform distribution for each variable, and a settling period of 50 s was allowed in each simulation before data were collected. Each simulation was repeated 15–20 times, and demonstrated qualitatively similar behaviour for particular values of the standard deviation of $E_i$ and initial conditions.

**Model parameters**

General parameters are as follows: $C = 1 \mu F \text{ cm}^{-2}$; $E_{Na} = 55 mV$; $E_{K} = -80 mV$; $E_{SynE} = -10 mV$; $E_{SynI} = -70 mV$; $\bar{g}_E = \bar{g}_I = 0.05 mS \text{ cm}^{-2}$; and $\tau_{SynE} = \tau_{SynI} = 5 m$s.

Parameters for $\text{RG-F}_0$ and $\text{RG-F}_{\text{EphA4}}$ interneurons are as follows: $\bar{g}_{Na} = 30 mS \text{ cm}^{-2}$; $\bar{g}_{NaP} = 0.35 mS \text{ cm}^{-2}$; $\bar{g}_K = 1 mS \text{ cm}^{-2}$; $g_L = 0.1 mS \text{ cm}^{-2}$; and $E_L = -64 ± 0.64 mV$.

For all CINs parameters are as follows: $\bar{g}_{Na} = 120 mS \text{ cm}^{-2}$; $\bar{g}_K = 100 mS \text{ cm}^{-2}$; $g_L = 0.5 mS \text{ cm}^{-2}$; and $E_L = -64 ± 3.2 mV$.
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