Cortical Up and Activated States: Implications for Sensory Information Processing
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The neocortex generates spontaneous slow oscillations that consist of up and down states during quiescence. Up states are short epochs of persistent activity that resemble the state of cortical activation during arousal and cognition. The excitability of cortical cells and synaptic networks is impacted by up states.

This review describes the characteristics and putative functional role of up states and their similarity with activated states.
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The thalamus and neocortex form reciprocal and recurrent networks (Sherman and Guillery 1996; Steriade and others 1997) that generate a variety of rhythmic electrical activities during different behavioral states (Castro-Alamancos and Connors 1997a). The different states of thalamocortical networks have profound consequences on signals flowing through them (Castro-Alamancos 2004a). Two distinct states can be easily distinguished in behaving animals: arousal and quiescence.

Arousal consisting of vigilance and alertness is accompanied by an electrographic sign called activation (Fig. 1A), which consists of a low-amplitude, fast field potential activity recorded from the forebrain (Moruzzi and Magoun 1949; Castro-Alamancos 2004a). This activity contrasts with the large-amplitude, slow oscillatory activity typical of quiet or nonactivated states (Fig. 1A). Activated states can be produced in anesthetized animals by stimulating the brain stem reticular formation, which is a convenient way to test the impact of activated states on cell excitability (Rudolph and others 2005) and sensory responsiveness (Castro-Alamancos and Oldford 2002). The thalamus is particularly susceptible to changes in activation. For example, during activation, thalamocortical cells relay more effectively high-frequency sensory inputs to the neocortex (Castro-Alamancos 2002a), have larger receptive fields (Aguilar and Castro-Alamancos 2005), and increase or decrease spontaneous firing depending on the activating neuromodulator (Hirata and others 2006).

Slow oscillations consisting of up and down states occur spontaneously in anesthetized or sleeping animals but are also observed, albeit at lower frequencies, in isolated cortical slices (Figs. 1B and 2A) that are bathed in the appropriate medium (Sanchez-Vives and McCormick 2000; Castro-Alamancos and Rigas 2002; Shu, Hasenstaub, and McCormick 2003; Rigas and Castro-Alamancos 2007). This in vitro model has proven useful to investigate the cellular and network mechanisms responsible for slow oscillations. Here, the cellular and network properties of up states and their putative functional role are discussed.

Synaptic Conductance Increases During Up States

Up states are associated with increased cortical cell firing, which implies that synaptic activity is pervasive during up states. Although the absolute estimates of...
conductance changes can vary considerably, there is agreement that up states are associated with an enhancement of synaptic conductance (Destexhe and others 2003; McCormick and others 2003; Shu, Hasenstaub, and McCormick 2003; Waters and Helmchen 2006). However, there is less agreement about the nature of the synaptic conductance change. One group reports that up states consist of balanced inhibition and excitation (McCormick and others 2003; Shu, Hasenstaub, and McCormick 2003). Others argue that the ratio favors excitation and that inhibition is sparse (Waters and Helmchen 2006). Furthermore, others argue that the ratio favors synaptic inhibition during up states so that up states can be defined as high-conductance states dominated by inhibition (Rudolph and others 2005).

One possibility to explain these differences is that there may be different types of up states under different experimental conditions that favor excitation or inhibition. Another possibility is that different cell types react differentially during up states so that the weights of excitation and inhibition vary between cell types. Regardless, future studies should clarify these discrepancies.

Cell Excitability Increases During Up States

There is good agreement that up states increase the excitability of cortical cells (Steriade and others 2001; McCormick and others 2003). Cells produce more action potentials in response to an equivalent somatic current pulse injection during up states than during down states. However, the increased excitability appears...
counterintuitive because, as mentioned above, up states are considered high-conductance states, which implies a more leaky, less excitable, neuron.

Apart from the enhanced synaptic conductance, up states are associated with several changes in cortical cells, most notably, depolarization by 5 to 15 mV and an increase in membrane potential variance or synaptic noise. Depolarization per se increases the excitability of cortical cells, making cells more responsive to current pulses. Also, injection of a small balanced excitatory and inhibitory synaptic conductance that increases membrane potential variance results in a sharp increase in cell excitability that mimics the change observed during up states (Chance and others 2002; McCormick and others 2003). The effect of increasing synaptic variance is complex because the excitability increase depends on the duration and amplitude of the test stimulus (Shu, Hasenstaub, Badoual, and others 2003). For example, synaptic noise may increase the response to small artificial EPSPs but can decrease the response to medium and large EPSPs, which can be viewed as a change in gain (Chance and others 2002).

The mechanism underlying the effect of synaptic noise and depolarization on cell excitability is unclear. A recent study has proposed that the reason why increases in synaptic conductance and depolarization lead on balance to enhanced excitability is because these changes are opposed by inward rectification (Connors and others 1982; Stafstrom and others 1982), resulting in a net increase in input resistance during up states in vivo (Waters and Helmchen 2006) or only a small decrease in slices (Rigas and Castro-Alamancos, unpublished observations). Basically, in many cortical pyramidal cells, slope conductance is not linear but

Figure 2. Thalamocortical activity triggers cortical up states in slices. (A) Spontaneous up/down states recorded from a cell in layer 3/4 and from a field potential (FP) electrode located close by in the somatosensory cortex of a mouse thalamocortical slice. (B) Electrical stimulation or glutamate puffs applied in the ventrobasal (VB) thalamus trigger up states recorded in layer 3/4 of the somatosensory cortex in a mouse thalamocortical slice. Note that up states are distinct from the short-latency responses evoked by the electrical stimulus (see inset). Figure based on Rigas and Castro-Alamancos 2007.
negative because of the activation of voltage-dependent, noninactivating inward currents during subthreshold depolarization that sum with outward currents. The resulting increased apparent input resistance triggered by the depolarization during up states makes these cells more compact and counteracts synaptically induced conductance increases. Apparently, up states mainly increase input resistance variance and reduce only slightly the average input resistance compared to down states (Rigas and Castro-Alamancos, unpublished observations). These effects occur because decreases in input resistance caused by synaptic noise are opposed by increases caused by depolarization. In conclusion, cell excitability may increase during up states due to depolarization and because intrinsic voltage-dependent cellular mechanisms counteract the shunt produced by enhanced synaptic conductance.

**Up States Affect Synaptic Inputs**

The increased intrinsic excitability and increased synaptic conductance of cortical cells during up states may affect incoming synaptic inputs in opposite directions. So, the impact of up states on synaptic inputs is not obvious. When studying synaptic inputs, it is important to clearly distinguish between evoked short-latency (primary) responses and evoked longer-latency up states, which are clearly differentiated in slices (Rigas and Castro-Alamancos 2007). Using thalamocortical slices, we recently compared the effect of up states on thalamocortical and intracortical short-latency synaptic responses and found that they are differentially impacted by up states (Rigas and Castro-Alamancos, unpublished observations). Three main effects were observed. First, depolarization during up states makes EPSPs reach threshold faster and more successfully, which leads to faster onset spikes for intracortical responses and increased spike probability for thalamocortical responses. Second, evoked IPSPs are enhanced by up states because depolarization moves the membrane away from the reversal potential for IPSPs, increasing their driving force. The enhanced IPSPs inhibit excitatory responses that occur within the IPSP time window, such as long-latency intracortical spikes and intracortical EPSPs that have longer onset latencies. Thalamocortical EPSPs are less vulnerable to this inhibitory effect because of their faster onsets (Gabernet and others 2005). Also, intracortical IPSPs are stronger than thalamocortical IPSPs, which lead to stronger suppression of intracortical EPSPs. The cause of the stronger intracortical IPSPs is currently unclear. It could be due to the possibility that the intracortical electrical stimulus directly discharges inhibitory interneurons close to the electrode. Finally, when the voltage was kept constant in voltage-clamp recordings, we found that intracortical EPSCs were depressed whereas thalamocortical EPSCs were unaffected by up states.

Both thalamocortical and intracortical synaptic responses depress with activity (Castro-Alamancos 1997; Castro-Alamancos and Connors 1997b; Gil and others 1997; Thomson and Deuchars 1997; Markram and others 1998). Therefore, we reason that enhanced presynaptic intracortical activity during up states depresses intracortical synaptic strength, and this does not occur for thalamocortical responses because of the lack of major reciprocal connections between the cortex and thalamus in the slice. Thus, presynaptic thalamocortical activity driven by up states is mostly mute in the slice, particularly compared to the situation in vivo. Presynaptic intracortical activity during up states is obviously enhanced in the slice, as this is what allows up states to ensue. In conclusion, activity-dependent synaptic depression and enhanced evoked inhibition appear to be the main culprits of synaptic suppression during up states. However, synaptic depression and enhanced inhibition are counteracted by depolarization during up states, which can result in faster onset and more successful evoked spikes compared to the down state. Depending on the conditions, the overall balance between these factors should determine neuronal output in response to synaptic inputs.

**Thalamocortical Activity Triggers Up States and Vice Versa**

Cortical up states can drive thalamocortical cells in vivo (Steriade, Contreras, and others 1993) and in slices (Rigas and Castro-Alamancos 2007). The existence of a massive corticothalamic pathway from the cortex to the VB thalamus, which is preserved in thalamocortical slices, is well documented (Sherman and Guillery 1996; Castro-Alamancos 2004a), and cortical afferents are the most abundant input to the thalamus (Guillery 1971, 1995). In fact, it is estimated that for every thalamocortical axon traversing to the cortex, there are about 10 returning to the thalamus (Sherman and Guillery 1996). We confirmed the existence of this massive pathway in thalamocortical slices by applying neurobiotin in the VB thalamus and found that large numbers of layer VI corticothalamic cells are labeled retrogradely (Rigas and Castro-Alamancos 2007). Therefore, it is logical that the synchronous discharge of cortical cells during up states drives thalamocortical cells.

In addition, thalamocortical activity can trigger cortical up states quite effectively, via thalamocortical connections (MacLean and others 2005; Rigas and Castro-Alamancos 2007). Cutting the connections between the thalamus and cortex in thalamocortical slices reduces the incidence of cortical up states, indicating that thalamocortical activity facilitates the occurrence of up states (Rigas and Castro-Alamancos 2007). Moreover, electrical or chemical stimulation of the thalamus is very effective at triggering and enhancing up states (Rigas and...
The observation that chemical stimulation of the thalamus triggers up states is important because electrical stimulation may inevitably lead to antidromic stimulation of corticothalamic fibers whose intracortical collaterals recurrently activate cortical cells, which, as mentioned above, are present in thalamocortical slices (Rigas and Castro-Alamancos 2007). Although it is clear that cortical up states do not require the thalamus (Steriade, Nunez, and Amzica 1993; Sanchez-Vives and McCormick 2000; Rigas and Castro-Alamancos 2007), these results indicate that thalamocortical cell activity can affect the induction and duration of cortical up states. In essence, thalamic activity may have a critical role in setting the state of the cortex.

Suppressing Inhibitory Currents Transforms Up States into Epileptiform Discharges

Up states are generated through a balance between excitation and inhibition (Shu, Hasenstaub, and McCormick 2003). When the balance is broken, aberrant activities result (Castro-Alamancos 2000; Castro-Alamancos and Rigas 2002). For example (Fig. 3), suppression of synaptic inhibition, by blocking GABA receptors, transforms spontaneous up states into paroxysmal depolarizing shifts (interictal discharges) that in some cortical areas, such as the motor cortex, trigger faster (~10 Hz) oscillations riding on the depolarization (Castro-Alamancos 2000; Castro-Alamancos and Rigas 2002). A similar transformation occurs when intrinsic outward currents are suppressed by blocking K+ channels (Castro-Alamancos and others 2007; Castro-Alamancos and Tawara-Hirata 2007). Interestingly, the motor cortex oscillations driven by the interictal discharges trigger involuntary jerks in the represented body parts, which resembles a cortical myoclonus (Castro-Alamancos 2006). Importantly, motor output driven by spontaneous up states in the motor cortex of sleeping animals is rare (Castro-Alamancos 2006), which indicates that the level of synchronization and neuronal discharge during normal up states is safely below the threshold for motor output.

Up States Resemble Activated States

Cortical up states and activated states course with depolarization and enhanced firing. This raises the obvious question of whether these 2 states are equivalent. Activated states can be produced in anesthetized animals by RF stimulation, which is a convenient way to test the impact of activated states on cell excitability (Rudolph and others 2005) and sensory responsiveness (Castro-Alamancos and Oldford 2002). Moreover, the impact of naturally occurring activation during arousal (or paradoxical sleep) can also be tested in restrained, unanesthetized animals (Steriade and others 2001) and in freely behaving animals (Castro-Alamancos 2004b).

When synaptic conductance is considered, up states are similar but not identical to activated states. It appears that inhibitory conductances are stronger during activated states than during up states (Rudolph and others 2005). When input resistance is considered, up states are similar, but not identical, to activated states caused by RF stimulation (Destexhe and others 2003; Rudolph and others 2005) or natural waking (Steriade and others 2001); cortical cells have higher input resistance during natural or RF-induced activated states than during up states. The main argument that has been given to explain this difference is that during activated states, cortical cells are affected by the release of neuromodulators. Cholinergic activation within the cortex suppresses spontaneous slow oscillations in vivo and makes responses less variable (Oldford and Castro-Alamancos 2003). Preliminary results indicate that both acetylcholine and norepinephrine abolish up and down fluctuations in cortical slices (unpublished data). Future work will need to determine if the state of cortical cells set by these neuromodulators is similar to up states, down states, or a different state altogether.

Sensory (Whisker) Responses Are Suppressed During Up States

The fact that up states enhance the excitability of cortical cells implies that sensory responses in the cortex
should be facilitated by up states. Indeed, this appears to be the case in the cat visual cortex but not in the rodent somatosensory cortex. In the cat visual cortex, up states are associated with stronger responses to visual stimuli under a variety of stimulus characteristics (Arieli and others 1996; Azouz and Gray 1999; Haider and others 2007). In contrast, up states reduce barrel cortex responses to brief whisker deflections in rodents (Petersen and others 2003; Sachdev and others 2004). Interestingly, natural or artificially induced activated states also lead to the suppression of barrel cortex responses to brief whisker deflections (Castro-Alamancos and Oldford 2002; Castro-Alamancos 2004b) (Fig. 4A).

An obvious question is what causes the suppression of sensory responses in the rodent barrel cortex during up states and activated states? A variety of factors have been proposed, and several have already been mostly ruled out by a recent study (Hasenstaub and others 2007), such as a change in spike threshold during up states (Sachdev and others 2004) or a decrease in excitatory driving force during up states (Petersen and others 2003). Importantly, up states were found to increase, rather than decrease, the responsiveness of barrel cortex cells in vivo to artificial EPSPs, which indicates that barrel cortex cells are indeed more excitable during up states. All the while, the sensory stimulus recruits less excitatory conductance and proportionally more inhibitory conductance in cortical cells during up states (Hasenstaub and others 2007).

If cells are more excitable, then what causes sensory suppression during up states?

One possibility is that presynaptic activity is causing the suppression during up states. Indeed, this has been demonstrated to be involved in sensory suppression during activated states (Castro-Alamancos and Oldford 2002). Activated states occur naturally in waking animals or in sleeping animals during paradoxical sleep but can also be induced artificially by RF stimulation (Castro-Alamancos and Oldford 2002) or by applying cholinergic agonists in the thalamus (Castro-Alamancos 2004b). In all of these conditions, activated states are associated with suppression of sensory responses to whisker deflections, and thalamocortical cells (the presynaptic component of the cortical sensory response) increase their firing rates quite significantly. Because we knew that thalamocortical responses in the somatosensory cortex in vivo are sensitive to activity and depress sharply with increased thalamocortical firing rate (Castro-Alamancos and Connors 1996; Castro-Alamancos 1997; Castro-Alamancos and Connors 1997a), we hypothesized that increased thalamocortical activity was suppressing thalamocortical connections and leading to sensory suppression during activated states.

To test this hypothesis, a stimulating electrode was placed in the thalamic radiation to stimulate thalamocortical fibers and monitor thalamocortical responses (Fig. 4B). In addition, a cannula was located in the somatosensory thalamus to affect the firing rate of thalamocortical cells with drug infusions. When we produced cortical activation by RF stimulation, thalamocortical cell firing increased sharply, and both sensory and thalamic radiation–evoked responses were suppressed. However, when we abolished the firing of thalamocortical cells by anesthetizing their cell bodies with TTX in the thalamus (which does not interfere with the ability to stimulate their thalamocortical fibers in the radiation), we found that thalamocortical-evoked responses were no longer suppressed (Castro-Alamancos and Oldford 2002), despite the fact that the cortex showed signs of activation during RF stimulation. This demonstrates that thalamocortical firing is causing the sensory suppression during activation.

Because we know that up states effectively drive thalamocortical firing, it is tempting to propose that increased thalamocortical firing causes suppression of sensory responses during up states. Clearly, future work is needed to test this intriguing possibility in vivo. We recently found that in thalamocortical slices in vitro, a situation where closed thalamocorticothalamic loops are cut (i.e., corticothalamic cells can drive thalamocortical cells during up states, but most of these active thalamocortical cells do not have intact fibers going back to the cortex), up states do not suppress thalamocortical responses (Rigas and Castro-Alamancos, unpublished observations). Instead, up states enhance these responses, consistent with a role of thalamocortical activity in driving the suppression of thalamocortical responses.

Functional Consequences of Cortical Up and Activated States

Up States May Control the Gain of Sensory Responses

There are several major forces at play during up states that will affect sensory inputs. These include postsynaptic depolarization, presynaptic activity, enhanced inhibitory drive, and increased synaptic conductance. Depolarization during up states reduces excitatory drive but has a net facilitating effect because it brings excitatory inputs closer to the firing threshold. This should be particularly helpful for sensory responses evoked by weak stimuli, which could have difficulty reaching threshold during down states but would be boosted by depolarization during up states. Such a facilitating effect is clearly displayed by thalamocortical responses in slices (Rigas and Castro-Alamancos, unpublished observations) and also appears to occur to some degree during continuous stimulation in vivo (Hasenstaub and others 2007). A similar effect has been previously shown to occur in the whisker thalamus. Lemniscal synapses are depressed (made weaker) by high-frequency sensory stimuli, but depolarization of
Up States May Sharpen Sensory Responses

Cortical sensory responses are curtailed by inhibition (Gabernet and others 2005). Up states increase the driving force of inhibitory inputs due to depolarization of thalamocortical cells during activation compensates by bringing depressed EPSPs to the firing threshold (Castro-Alamancos 2002a, c). Thus, depolarization of thalamocortical cells and synaptic depression at lemniscal synapses work together to control the relay of sensory inputs to the cortex through the thalamus (Castro-Alamancos 2004a).

Enhanced presynaptic activity in synaptic pathways that display activity-dependent synaptic depression, such as thalamocortical and most intracortical connections, will tend to suppress sensory responses. Thus, a distinct balance between these opposing forces (postsynaptic depolarization and presynaptic activity) may be reached in different cases to control the gain of sensory inputs in a state-dependent manner.
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Figure 4. Activation suppresses sensory and thalamic radiation–evoked responses in the barrel cortex. (A) Field potential (FP) and single-unit recordings obtained in the barrel cortex through the same electrode, and a simultaneously recorded single unit in the whisker thalamus of a urethane-anesthetized rat. RF stimulation delivered for 1 second (100 Hz) produced a robust, activating effect consisting of low-amplitude irregular activity in the cortical FP. The cortical FP and unit responses are suppressed during activation caused by the RF stimulation, while the thalamic unit response is enhanced. (B) Similar to the effect on sensory responses, activation caused by RF stimulation also suppresses thalamocortical FP responses evoked in the barrel cortex by stimulating thalamic radiation. Block of thalamic activity by applying TTX into the ventrobasal (VB) thalamus eliminates the suppressing effect of activation on thalamic radiation–evoked responses. Figure based on Castro-Alamancos and Oldford 2002.
and may also increase inhibitory strength by facilitating the discharge of inhibitory interneurons. Excitatory responses driven by sensory inputs are fully effective as long as they avoid the inhibitory drive. But evoked long-latency spikes that fall within the time window of inhibition are obliterated during up states (Rigas and Castro-Alamancos, unpublished observations). Therefore, up states may serve to sharpen receptive fields in the barrel cortex because the center of the receptive field drives faster onset responses than the periphery (Hirata and Castro-Alamancos 2008). Similarly, activation spatially focuses the responses of cortical cells (Castro-Alamancos 2002b). Thus, when the responses of single cells to principal and adjacent whiskers are compared during activation, the responses to the adjacent whiskers are more suppressed than those of principal whiskers. Consequently, the receptive fields of cortical neurons become more focused to their principal whiskers during activation, and a similar effect is expected to occur during up states.

**Up States May Enhance Response Synchrony**

As up states affect the gain and sharpen sensory responses, they may also facilitate the flow of selective sensory inputs by increasing the synchrony of evoked responses. Synchrony in the thalamocortical system is essential to drive cortical responses because of the need for synaptic convergence to trigger cortical responses (Bruno and Sakmann 2006). In addition, attentive processing in behaving animals is associated with increases in cortical synchrony (Steinmetz and others 2000; Fries and others 2001), and there is evidence that cortical response synchrony is enhanced by activation (Munk and others 1996). Response synchrony within the cortex is important because it affects the ability to drive cortical targets.

**Evoked Up States During Quiescence May Serve as an Alerting Signal**

Sensory stimuli occurring during the down state produce large short-latency responses that can be followed by up states. One possibility is that the large sensory cortical responses in quiescent animals serve as a mechanism of heightened sensitivity for detecting transient stimuli (Castro-Alamancos 2004b). Indeed, the large evoked responses could serve to alert quiescent animals of the presence of significant sensory stimuli during behavior (Castro-Alamancos 2004a). Future work is needed to address these hypotheses. Because thalamocortical activity is effective at triggering and sustaining up states (Rigas and Castro-Alamancos 2007), it is tempting to suggest that repeated sensory inputs that trigger up states serve to drive cortical activity into a sustained activated state.

**Corticofugal Output During Up States May Inform Subcortical Targets about the Level of Cortical Activation**

A major role of corticofugal output may be to constantly inform cortical targets about the state of cortical activation so that appropriate neural activity and behavioral responses are generated by subcortical structures in accordance with the behavioral state. This may occur for both persistent and evoked activity. For example, during activation, corticofugal (feedback) responses driven by sensory stimuli are suppressed (Cohen and others 2008). Thus, neural output in the superior colliculus may be relatively more robust during quiescence than during activation because of regulation at the level of the sensory cortex. One interpretation of this effect is that if an animal is already alert (i.e., cortical activation), a sensory stimulus does not need to elicit a strong orienting response mediated by the superior colliculus. However, if the animal is quiescent or inattentive, a salient stimulus would robustly drive corticofugal responses that in turn drive collicular cells and presumably appropriate orienting responses toward or away from the stimulus (Cohen and Castro-Alamancos 2007; Cohen and others 2008). In this way, the level of cortical activation may regulate basic behavioral responses that are generated by subcortical structures.
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